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About the presenters

¶ Erik Reinhard: Distinguished Scientist at Technicolor R&I 
ï Academic positions at universities and research institutes in Europe and 

North America

ï Founder and editor-in-chief of ACM Transactions on Applied Perception

ï Author of a reference book on HDR

¶ Giuseppe Valenzise: CNRS researcher at LTCI, Telecom 
ParisTech
ï Ph.D. in Information Technology at Politecnico di Milano, Italy

ï Experience in video coding, quality assessment and perceptual studies

¶ Frederic Dufaux: CNRS Research Director at LTCI, Telecom 
ParisTech
ï Editor-in-Chief of Signal Processing: Image Communication

ï Participated in MPEG and JPEG committees

ï Research positions at EPFL, Emitall Surveillance, Genimedia, Compaq, 
Digital Equipment, MIT
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Outline

¶ Introduction

ï Background and fundamental concepts related to HDR.

¶ Perception

ï Properties of human visual system

¶ Capture/Acquisition

ï Camera technologies, multi-exposure techniques, ghost removal

¶ Tone Reproduction

ï How to display HDR video on a standard display, curve-based solution, spatial 
processing, video processing, inverse tone reproduction

¶ Color Management

ï Gamut boundary management techniques, luminance - chroma interactions

¶ Video Coding

ï Compression techniques for HDR video, pre- and post-processing, on-going 
standardization activities in MPEG related to HDR and Wide Color Gamut

¶ Display

ï Display hardware, display characterization, dual modulation

¶ Quality of Experience

ï The concept of QoE in the context of HDR, objective measures to predict HDR image 
and video quality

¶ Applications & Wrap up
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INTRODUCTION
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¶ Higher spatial and temporal 
resolutions
ï Ultra High Definition (UHD), 4K, 8K

ï High Frame Rate (HFR)

¶ Higher pixel depth
ï up to 14 bits per component

ï High Dynamic Range (HDR)

¶ More colors
ï 4:4:4 color sampling

ï Wide Color Gamut (WCG)

¶ More views
ï 3D, multi-view, free viewpoint

Context and Trends
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¶ Driven by

¶ Improved user experience
ï More realistic scene rendering

ï More details

ï Immersive

ï Better perceived depth

¶ New video technologies
ï New devices

ï New multimedia services

Context and Trends
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Some definitions

¶ Luminance
ï A photometric measure of the luminous intensity per unit area

ï Candela per square meter, cd/m2 (also referred to as nits) 
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Some definitions

¶ Dynamic range or contrast ratio
ï The ratio between the brightest and the darkest 

objects in a scene

¶ f-stops
ï Ratios of light or exposure

ï Defined in power-of-2 steps

¶ Orders of magnitude
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Some definitions

¶ Low (Standard) Dynamic Range

ï Ò 10 f-stops

ï Three channels, 8 bit/channel, integer

ï Gamma correction

¶ Enhanced (Extended, Wide) Dynamic Range

ï 10 to 16 f-stops

ï More than 8 bit/channel, integer

¶ High Dynamic Range

ï Ó 16 f-stops

ï Floating points

ï Linear encoding
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Human Visual System - Retina

¶ Rods

ï 100+ millions photoreceptor cells

ï Peripheral retina 

ï Scotopic monochrome vision: 10-6 to 10 cd/m2

¶ Cones

ï 6 millions photoreceptor cells

ï Near the fovea 

ï Photopic color vision: 0.03 to 108 cd/m2

ï Long- (L, red), Medium- (M, green), and Short-

wavelength (S, blue)

ï High resolution vision
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Human Visual System

¶ Human Visual System can adapt to a very large range of light 
intensities

ï At a given time: 4-5 orders of magnitude

ï With adaptation: 14 orders of magnitude

ÁMechanical, photochemical and neuronal adaptive processes
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HDR Pipeline

Capture

Exposure stack

HDR imageHDR display Tonemapping

LDR display
HDR camera
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HDR Pipeline

HDR camera

CG content

Merging/Fusion

Tonemapping

Color correction

Processing Distribution RenderingCapture Display

Bracketing LDR display

HDR display

Format

Encoding

Decoding

Display side 
TMO/iTMO
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New Challenges at each stage

¶ Content creation

ï True HDR cameras (when?)

ï Upgrading legacy content to HDR

¶ Distribution

ï Efficient video coding solutions

ï New standards for interoperability

ï Backward compatibility

¶ Processing / rendering

ï Tone mapping and inverse tone mapping

ï Color management

¶ Display

ï Professional displays up to 4000 nits

ï Consumer displays up to 1000 nits

¶ Quality of experience

ï Taking into account HVS properties
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Capturing HDR video

F3 camera, 1080p 25 fps, 21 f-stops
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When does HDR help most?

LDR

HDR 

¶ Scenes with difficult lighting 
conditions

¶ Better opportunity to convey 
directorôs intent
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PERCEPTUAL PHENOMENA IN 

HDR
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HDR and visual adaptation

¶ Human eye can perceive a range of approximately 14 log10 units (46 f-

stops)

¶ But only about 4 log10 units at the same time

¶ High Dynamic Range perception through adaptation: 

ï Steady-state dynamic range (SSDR) compression

ï Light/dark adaptation (rods and cones activation)

ï Chromatic adaptation (color constancy)

[Kunkel et al. 2016]
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Steady-state Dynamic Range

¶ Between 3 and 4 log10 units

¶ SSDR adaptation takes less than 500 ms

¶ Nonlinear response of photoreceptors (Naka and Rushton, 1966; 

Michaelis and Menten, 1913):
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ɀ ὒ input luminance

ɀ „ semisaturation
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[Kunkel et al. 2016]


